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## LIST OF ACRONYMS

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>A/D</td>
<td>Analog / Digital</td>
</tr>
<tr>
<td>CCD</td>
<td>Charge Coupled Devices</td>
</tr>
<tr>
<td>D/A</td>
<td>Digital / Analog</td>
</tr>
<tr>
<td>DC-free</td>
<td>Having zero mean</td>
</tr>
<tr>
<td>DCT</td>
<td>Discrete Cosine Transform</td>
</tr>
<tr>
<td>DVD</td>
<td>Digital Versatile (Video) Disk</td>
</tr>
<tr>
<td>FFT</td>
<td>Fast Fourier Transform</td>
</tr>
<tr>
<td>GIF</td>
<td>GIF Graphical Interchange Format</td>
</tr>
<tr>
<td>JND</td>
<td>Just Noticeable Difference</td>
</tr>
<tr>
<td>JPEG</td>
<td>Joint Photographic Expert Group</td>
</tr>
<tr>
<td>LSB</td>
<td>Least Significant Bit</td>
</tr>
<tr>
<td>MTF</td>
<td>Modulation Transfer Function</td>
</tr>
<tr>
<td>PDF</td>
<td>Probability Density Function</td>
</tr>
<tr>
<td>PRNG</td>
<td>Pseudo-Random Number Generator</td>
</tr>
</tbody>
</table>
1. MOTIVATION

The purpose of this tutorial is to introduce data hiding in digital imagery as a new and powerful technology capable of solving important practical problems. The field of data hiding in digital imagery is relatively very young and is growing at an exponential rate. Well over 90% of all publications in this field have been published in the last 5 years. Data hiding is a highly multidisciplinary field that combines image and signal processing with cryptography, communication theory, coding theory, signal compression, and the theory of visual perception. The reason for the tremendous recent interest in this field is quite understandable because of the wide spectrum of applications it addresses.

It is to be expected that digital photographs, videos, and sound tracks will gradually replace their analog counterparts in the near future. For example, the long-term goal of US TV broadcasting is to switch to digital form by the end of the year 2006. Digital representation of signals brings many advantages when compared to analog representations, such as lossless recording and copying, convenient distribution over networks, easy editing and modification, and durable, cheaper, easily searchable archival. Unfortunately, these advantages also present serious problems including wide spread copyright violation, illegal copying and distribution, problematic authentication, and easy forging. Piracy of digital photographs is already a common phenomenon on the Internet. Today, digital photographs or videos cannot be used in the chain of custody as evidence in the court because of nonexistence of a reliable mechanism for authenticating digital images or tamper detection. Data hiding in digital documents provides a means for overcoming those problems.

It appears that data hiding in digital imagery fits into the theme of this conference very well. By embedding almost invisible signals in images, one makes the images “intelligent” in the sense that the hidden message can carry information about the content of the image (thus protecting its integrity), additional information about the author of the image, or other useful data related to the image. In another application, one can achieve a very secure mode of communication by embedding messages into the noise component of digital images. This way, the very presence of communication becomes hidden.

Depending on what information in which form is hidden in the image, one can distinguish at least two types of data hiding schemes: non-robust, undetectable data hiding, and robust image watermarking. In the first case, a digital image serves as a container for a secret message. For example, by replacing the least significant bit of each pixel with an encrypted bit-stream, the changes to a typical image will be imperceptible and the encrypted message will be masked by some innocent looking image. This way, the very presence of communication is hidden. The message embedding can be made much more sophisticated by incorporating the knowledge about the image noise and by using error-correcting codes.

In the second application, robust image watermarking, a short message (a watermark) is embedded in the image in a robust manner. By robustness we mean the ability to survive common image processing operations, such as lossy compression, filtering, noise adding, geometrical transformations, etc. Such robust watermark can be obviously used for copyright protection, fraud detection (verification of image integrity), authentication, etc. At this point we emphasize that cryptographic authentication protocols cannot solve all the issues related to authentication. Cryptographic authentication deals with authenticating the sender of the message over insecure channels. However, once the message (image) is decrypted, the image is unprotected and can be copied and further distributed. Unlike classical paintings that can be studied for authenticity using sophisticated experimental techniques, a digital artwork is just a collection of bits. A visible signature in the corner of the image can be easily replaced or removed with advanced image processing software packages, such as PhotoShop. Additional information in the image header can be erased or changed as well. In other words, any attempt to authenticate the digital image by appending information will fail. Digital watermarking provides an appealing alternative by embedding rather than appending information directly into the image itself. The embedded information will be transparent to the human eye, but it should be detectable using a sophisticated algorithm provided a secret key is available.
The are many other interesting applications of both non-robust and robust data hiding, and most of them are discussed in this tutorial in detail.

2. DATA Hidding, DEFINITION, TERMINOLOGY

Data hiding also frequently termed “steganography” is closely related to cryptography. The purpose of cryptography is to make messages unintelligible so that those who do not posses secret keys cannot recover the messages. Sometimes, it may be desirable to achieve security and privacy by masking the very presence of communication instead of exchanging encrypted messages. This problem is addressed by steganography. Historically, the first steganographic techniques included invisible writing using special inks or chemicals. It was also fairly common to hide messages in text. By recovering the first letters from words or sentences of some innocent looking text, a secret message was communicated. Today, it seems natural to use binary files with certain degree of irrelevancy and redundancy to hide data. Digital images, videos, and audio tracks are ideal for this purpose. The hidden message may have no relationship to the carrier image in which it is embedded (this is the case in covert, secure communication), or the message may supply important information about the carrier image, such as copyright notice, authentication information, captions, date and time of creation, serial number of the digital camera that took the picture, information about image content and access to the image, etc. The most general scenario for hiding messages is shown in the following diagram:

Each data hiding technique consists of: (1) the embedding algorithm and (2) a detector function. The embedding algorithm is used to hide secret messages inside a cover (or carrier) document; the embedding process is protected by a key-word so that only those who posses the secret key word can access the hidden message. The detector function is applied to a (possibly modified) carrier and returns the hidden secret message. We limit our tutorial to data hiding in digital images. Each data hiding technique must have certain properties that are dictated by the intended application. For example, is there a relationship between the carrier and the hidden message? Who extracts the message? (source versus destination coding) How many recipients are there? Is the key public knowledge or a shared secret? Do we embed different messages into one carrier? Embedding / detection bundled with a key in a tamper-proof hardware? Is the speed of embedding / detection important? The most important properties of data hiding schemes are robustness, undetectability, invisibility, security, complexity, and capacity. We present definitions of those concepts below.
2.1 Robustness

The embedded information is said to be robust if its presence can be reliably detected after the image has been modified but not destroyed beyond recognition. Examples are linear and nonlinear filters (blurring, sharpening, median filtering), lossy compression, contrast adjustment, gamma correction, recoloring, resampling, scaling, rotation, small nonlinear deformations (as in StirMark [Kuh1]), noise adding, cropping, printing / copying / scanning, D/A and A/D conversion, pixel permutation in small neighborhood, color quantization (as in palette images), skipping rows / columns, adding rows / columns, frame swapping, frame averaging (temporal averaging), etc. We emphasize that robustness does NOT include attacks on the embedding scheme that are based on the knowledge of the embedding algorithm or on the availability of the detector function. Robustness means resistance to “blind”, non-targeted modifications, or common image operations.

2.2 Undetectability

This property is typically required for secure covert communication. We say that the embedded information is undetectable if the image with the embedded message is consistent with a model of the source from which images are drawn. For example, if a steganographic method uses the noise component of digital images to embed a secret message, it should do so while not making statistically significant changes to the noise in the carrier. The concept of undetectability is inherently tied to the statistical model of the image source. If an attacker has a more detailed model of the source, he may be able to detect the presence of a hidden message. Note: the ability to detect the presence does not automatically imply the ability to read the hidden message. We further note that undetectability should not be mistaken for invisibility – a concept tied to human perception.

2.3 Invisibility (perceptual transparency)

This concept is based on the properties of the human visual system or the human audio system. The embedded information is imperceptible if an average human subject is unable to distinguish between carriers that do contain hidden information and those that do not. A commonly accepted experimental arrangement (so called blind test) frequently used in psycho-visual experiments is based on randomly presenting a large number of carriers with and without hidden information and asking the subjects to identify which carriers contain hidden information. Success ratio close to 50% demonstrates that the subjects cannot distinguish carriers with hidden information.

We note that the concept of invisibility could be defined in other manners leading to more or less strict concepts. The test described above is really a test for visibility of artifacts caused by data embedding schemes. If the visibility of artifacts was tested by presenting both covers (those that do contain hidden information and those that do not) at the same time side by side, a stricter concept of invisibility would result.

2.4 Security

The embedding algorithm is said to be secure if the embedded information cannot be removed beyond reliable detection by targeted attacks based on a full knowledge of the embedding algorithm and the detector (except the secret key), and the knowledge of at least one carrier with hidden message. The concept of security also includes procedural attacks, such as the IBM attack [Cra1], or attacks based on a partial knowledge of the carrier modifications due to message embedding [Fri1].

Finally, we introduce two more concepts of secure black-box public watermark detectors.

2.5 Secure black-box public detector

is a message detector implemented in a tamper-proof black-box (in hardware). It is assumed that the box cannot be reverse-engineered. The secret key used to read the hidden messages is wired-in the black box and cannot be recovered. The availability of the black box should not enable an attacker to recover the
secret key or remove the hidden information from the carrier (again, we assume that the attacker has a full knowledge of the embedding algorithm and the inner workings of the detection function). Of course, any embedding technique that has a secure black-box public detector must also be secure in the sense defined above. At present, it is not clear if a secure black-box public detector can be built at all. Recently, attacks on a general class of data embedding techniques that are based on linear correlators have been described [Kal1, Kal2, Linn1, Linn2, Cox1].

2.6 Secure public detector

is an even stronger concept for which all details of the detector are publicly known. If such a detector is ever built, it would find tremendous applications since it can be implemented in software rather than tamper-proof hardware. It would enable building intelligent Internet browsers capable of filtering images containing certain marks (that would presume the existence of a standard for marking for example X-rated images), automatic display of copyright information with every image, etc. Special care would have to be taken to overcome so called mosaic attack [Pet1]. So far, no secure public detectors exist.

2.7 Conflicting requirements

The above requirements are mutually competitive and cannot be clearly optimized at the same time. If we want to hide a large message inside an image, we cannot require at the same time absolute undetectability and large robustness. A reasonable compromise is always a necessity. On the other hand, if robustness to large distortion is an issue, the message that can be reliably hidden cannot be too long. This observation is schematically depicted in the figure below.
3. **COVERT COMMUNICATION (STEGANOGRAPHY)**

**Typical use:** A spy in a foreign country wants to send messages abroad. He needs to use local communication channels in order to send the messages. He should assume that the communication channel is monitored. Sending encrypted messages would raise suspicion and could result in cutting the access to the communication infrastructure. It is therefore in his best interest to hide the presence of communication at all. This could be solved using a clever steganographic protocol.

**Requirements:** The most important requirement is that the presence of the hidden message be undetectable. This means that images with and without secret messages should appear identical to all possible statistical tests that can be carried out. It is of paramount importance to know as much about the statistical properties of the source from which cover images are being drawn as possible. For example, if the images are scanned photographs, there will be stronger correlation in the horizontal direction than in the perpendicular direction. The details of the noise may be specific for each scanner and need to be taken into account if a reliable and secure steganographic protocol is needed. On the other hand, if the images are taken using a digital CCD camera, the noise will again have certain specific properties induced by the CCD element and the specific data readout. In either case, the data hiding scheme must respect all known statistical properties of the image source and produce images that cannot be distinguished from images that do not contain any messages.

Another important requirement is the capacity of the communication channel. It is clear that one can embed one bit of information into one frame of a digital video without worrying much about noise models. Such communication scheme would however lead to an impractical and low communication bandwidth. The challenge is to embed as much information as possible while staying compatible with the image noise model.

The last important requirement is that it must be possible to detect the hidden message without the original image. Sometimes it may be possible to agree on certain image database from which cover images are drawn (without repetition!) but this obviously limits the applicability of the technique.

3.1 **Methods for RGB images**

**Analog of one-time-pad (absolutely secure steganographic technique)**

T. Aura [Aur1] proposed to embed a small message of the order of 8 bits or so, by repeated scanning of a cover image till a certain password-dependent message digest function returns the required 8-tuple of bits. This has the advantage of absolute secrecy tantamount to one time pad used in cryptography. The method guarantees the same error distribution and undetectability. Although the scheme satisfies the requirements of the steganographic holy grail, it is time consuming, has very limited capacity, and is not applicable to image carriers for which we only have one copy.

**LSB Encoding**

The simplest and the most common steganographic technique is the Least Significant Bit embedding (LSB). The premise here is that changes to the least significant bit will be masked by noise commonly present in digital images. Actually, in the case of color images, there is even more room for hiding messages because each pixel is a triple of red, green, and blue. Again, replacing two or more least significant bits of each pixel increases the capacity of the scheme but at the same time the risk of making statistically detectable changes also increases. Therefore, it is important to study the security of each specific steganographic technique and argue why it is secure. Even the simple least significant bit encoding may under certain circumstances introduce detectable changes.

Aura [Aur1] suggests to change only a small fraction of the carrier bits. For example, modify each hundredth pixel in the carrier by one gray level. Depending on the image noise, these changes will hopefully be compatible with the uncertainties involved with any statistical model of the image.
Before any secret message hiding technique can be claimed as secure, we need to carefully investigate the
carrier images and their statistical properties. The noise component may not be uniform within the image
but may depend on the pixel position in the image. For example, pixels corresponding to a bright white
color may be saturated at 255 even though the overall model of the noise can be Gaussian with a non-zero
variance (this is especially relevant for scanned images processed using gamma correction). An example of
such an image is shown in Figure 1. The image has been scanned on a scanner and its brightness was
adjusted using gamma correction to achieve a pleasing image. Figure 2 is a black and white image with
black pixels corresponding to even gray levels and white pixels corresponding to odd values of gray. One
can clearly see a large patch of pixels with values saturated at the maximal gray scale level 255. Even if we
play it safe and modify only a small fraction of pixels in the image, we may introduce some suspicious
noise into the overflowed patch. This problem with over/under flow can of course be avoided by a more
careful choice of the carrier image, preprocessing the carrier, or by instructing the steganographic scheme
to avoid the over/underflowed areas and adapt it to the image content.

Figure 1 A scanned image after gamma correction adjustment.

Figure 2 Image from Figure 1 with white pixels corresponding to odd gray levels and black pixels
corresponding to even gray levels

While we agree that it is probably impossible to get a complete model of the carrier noise, and that the
search for the perfect steganographic method will probably never be complete, we insist that all good
secret-hiding schemes must be based on some model of the noise. If it is known that scanned images
exhibit larger noise correlations in the horizontal direction and smaller correlations in the vertical direction,
while the probability distribution for each pixel, which is neither overflowed nor underflowed, is Gaussian
with certain standard deviation, then we have to take this evidence into account and tailor our secret
message hiding scheme so that the carrier modifications are consistent with the statistical evidence. It is
certainly possible that somebody will, with great effort, create even more sophisticated noise model and
detect the presence of messages, but only at the price of painstaking time-consuming and possible
expensive investigation. It is rather unfortunate but understandable, however, that most detailed technical
information regarding noise in CCD arrays and scanners is proprietary and rarely published.

Steganographic technique based on PDF of the noise
To give an example how one can incorporate statistical evidence into the construction of a secret message-
hiding scheme is as follows. Let us assume that the noise component of pixels with gray levels within the
range \([L, H]\) can be modeled with a uniformly valid probability density, \(f\), that is symmetric around zero. If
the secret plain-text message \(\{p_i\}_{i=1}^{N}\) is encrypted, the cipher-text \(\{c_i\}_{i=1}^{N}\) should be a random sequence of
ones and zeros. By averaging several scanned versions of the carrier image (or using adaptive Wiener filter,
wavelets, or other noise removing techniques), we obtain a “zero noise” image \(Z\). Using a pseudo-random
number generator, we can choose at random \(N\) pixels in \(Z\) with their gray levels in \([L, H]\). Then, we can
modify the LSB of those pixels by the amount of \((2b_i - 1)|\eta_i|\), where \(\eta_i\) is a random variable with
probability distribution \(f\). The remainder of the pixels will be modified by \(\eta_i\). The modifications should be
consistent with the statistical model. To recover the hidden message, we need the seed for the pseudo-
random number generator. By following the path of random pixels, we can read the encrypted message by
comparing the image with its Wiener-filtered version.

3.2 Methods for palette-based images
In general, the more colors in a digital image, the easier is to hide messages. The most difficult images
from the point of view of data hiding are images with singular histogram or a small color depth. For
example, palette-based images with small number of colors in the palette are in general very difficult to
modify without introducing some statistically detectable changes. Unfortunately, a large portion of images
on the Internet is available in palette-based formats, such as GIF, PNG, etc. A secure steganographic
technique for embedding messages in palette-based images is currently not available. Some software
routines that hide information in GIF images are available on the Internet [Mac1]. However, the
implementations are not supported by security proofs or any other evidence that hidden messages cannot be
detected. Secure steganography for palette-based images remains an unsolved problem.

3.2.1 Embedding messages into the palette
The advantage of palette embedding is that it will probably be easier to design a secure method under some
assumptions about the noise properties of the image source (a scanner, a CCD camera, etc.). The obvious
disadvantage is that the capacity does not depend on the image and is limited by the palette size.

Permuting the palette entries
It has been suggested in the past that secure message hiding in palette-based images can be obtained by
permuting the image palette rather than changing the colors in the image. While this method does not
change the appearance of the image, which is certainly an advantage, its security is questionable because
many image processing software products do order the palette according to luminance, or some other scalar
factor. Also, displaying the image and resaving it may erase the information because the software routine
may rewrite (and reorder) the palette. Another disadvantage is a rather limited capacity.

LSB encoding in the palette
A better approach may be to hide encrypted (random) messages in the least significant bits of the palette
colors. One would need to guarantee that the perturbed palette is still consistent with the noise model of the
original 24-bit image. This, however, could be established in each particular case by studying the
sensitivity of the color quantization process to perturbations.

3.2.2 Embedding into the image data
These methods have higher capacity, but it will be harder to prove security of such schemes. In order to
prove security of an embedding scheme, we need to understand the details of algorithms for creating
palette-based images. Virtually all algorithms consist of two steps: color quantization (also called vector
quantization) and dithering. Color quantization selects the palette of the image by truncating all colors of
the raw, 24-bit image to a finite number of colors (256 for GIF images, and 216 for Netscape version of
GIFs, 2 for black and white images, etc.). Dithering is used for apparent increasing of color depth (trading spatial resolution for apparent color depth). It is based on the ability of the human visual system to integrate colors scattered in small neighborhood. The best results are obtained using dithering algorithms based on error diffusion [Fol1].

**EZ Stego**
EZ Stego is a name of a computer program that embeds bits of information into GIF images. The method first sorts the palette so that neighboring entries have similar colors. Message embedding then proceeds with changing the LSB of the pointers to palette entries rather than changing the colors themselves. Since the palette is sorted according to the colors, typically invisible changes will be introduced using this algorithm. The code is available for download at http://www.stego.com/.

So far, we discussed the case when the communication channel is error free (passive warden scenario). This is certainly the case for many computer transfer procedures, such as ftp protocol that already contain error-correcting schemes. The situation complicates when there is noise in the communication channel. This noise could be a random noise with known statistical properties or a result of a deliberate effort to prevent steganography from being used (the active warden scenario). For example, the monitoring agency can actively perturb the messages while staying consistent with the noise model of the carrier image. It can be shown that in that case, the capacity of the steganographic channel decreases but stays above zero [Ett1].

**4. DIGITAL WATERMARKING (ROBUST MESSAGE EMBEDDING)**

**4.1 Copyright protection of digital images (authentication)**

Typical use: The author of a digital image wants to “sign” the image so that no one else can attribute the authorship of the image to himself. The signature cannot be appended to the image file, nor can it be visibly imprinted on the image because such signatures can be easily removed or replaced. Cryptographic digital signatures cannot be applied because images are to be viewed by others and, therefore, will be distributed “in plain”. Cryptographic digital signatures can be used for authentication of a communication channel but cannot protect an image posted on a web page.

Solution: Robust, secure, invisible watermark is imprinted on the image and the watermarked image \( W \) is distributed. The author keeps the original image \( I \). To prove that an image \( W' \) or a portion of it has been pirated, the author shows that \( W' \) contains his watermark (to this purpose, he could but does not have to use his original image \( I \)). The best a pirate can do is to try to remove the original watermark (which is impossible if the watermark is secure), or he can embed his signature in the image. But this does not help him too much because both his “original” and his watermarked image will contain the author’s watermark (due to robustness property), while the author can present an image without pirate’s watermark. Thus, the ownership of the image can be resolved in the court of law.

Requirements: The watermark must be robust, secure, invisible, and it has to depend in a non-invertible manner on the original image (to prevent the IBM attack see Section 5 on attacks). The watermarking technique can use the original image for watermark detection. This simplifies image registration before watermark detector can be applied. Other requirements: relatively small capacity (1–100 bits).

**4.2 Fingerprinting (traitor-tracing)**

Typical use: Movies are distributed to different people (as in pay-per-view distribution system). One wants to identify those that make illegal copies and sell them. Other scenario includes distributing sensitive information (images, videos) to several deputies and trying to trace down a traitor who leaks information to the enemy. One cannot use visible (audible) marking because such would look suspicious and could be easily removed. The marks must be perceptually invisible and must be present in every frame or image that
is being distributed. The marks must be embedded in a robust way so that multiple copying or editing cannot remove them.

Solution: The same as in the previous case.

Requirements: Robust, secure, invisible watermark that depends in a non-invertible manner on the original is embedded in the document. The watermarking technique should not use the original for watermark detection. Since possibly a large number of documents marked with different marks will be distributed in the public domain, the technique must be resistant with respect to the collusion attack (averaging copies of documents with different marks, see Section 5 on attacks). Other requirements: relatively small capacity.

4.3 Adding captions to images, additional information to videos

Typical use: Movie dubbing in multiple languages, subtitles, tracking the use of the data (history file). For example, one copy of a movie can be distributed with subtitles in several languages. The VCR, DVD player, TV set, or other video device can access and decode the additional text (subtitles) in real time from each frame, and display it on the TV screen. Although this could be arranged by appending information rather than invisibly embedding it, bandwidth requirements and necessary format changes may not allow us to do so.

Requirements: A moderately robust, most importantly with respect to lossy compression, and noise adding, transparent watermark with moderate to large capacity. The original images (frames) are not available for message extraction. Since the hidden information is beneficial for the consumer, there is no need to require security - the consumer is not motivated to remove the hidden information. Since the watermark must be recovered in real time, fast detection is necessary. On the other hand, watermark embedding can be more time consuming.

4.4 Methods for Robust Data Hiding (Watermarking)

Digital watermark is a perceptually transparent pattern embedded in an image using an embedding algorithm and a secret key. The purpose of the watermark is to supply some additional information about the image without visibly modifying the image (compare with date and time imprinting on negatives) or without the need to change the file format. Information appended in a visible form in the image or added to the header of a corresponding image format can be easily erased or replaced. Digital watermark is embedded in the image in an invisible form yet in a persistent, robust manner. The process of embedding a watermark depends on a secret key so that only those possessing the key can access the information hidden in the watermark. With the key, the information carried by the watermark can be read and decoded using a detection algorithm.

An important property of a watermark is robustness with respect to image distortions. This means that the watermark should be readable from images that underwent common image processing operations, such as filtering, scaling, noise adding, cropping, etc. Watermarks that are to be used for copyright protection, fingerprinting, or access control must also be embedded in a secure form. This means that an attacker who knows all the details of the embedding algorithm except the secret key should not be able to disrupt the watermark beyond detection. In such applications, the watermarking scheme is an example of a symmetric encryption scheme with private key. In other applications when it is desirable that the watermark information be publicly accessed by a large number of people, such as adding additional captions to images or subtitles in several languages to movies, there is no motivation for intentional removal of the watermark, and the security of the watermark is not an issue. Although some candidates for a secure public detector have been proposed [Fri1], almost all watermarking schemes that have been described in the literature so far have the property that the ability to read the watermark automatically implies the ability to remove the watermark [Linn1–3, Kal1–2]. The number of bits carried by the watermark could be as low as one bit or several hundred bits or more. Obviously, there is a trade-off between robustness and the capacity of the watermark.
Another important attribute of watermarking is the computational complexity of the embedding and extracting procedures. In some applications, it is important that the embedding process be as fast and simple as possible (e.g., embedding serial numbers of digital cameras into images for the purpose of tamper detection) allowing the extraction to be more time consuming. In other applications, the speed of extraction is absolutely critical (e.g., extracting subtitles from movies). To summarize, the required properties of digital watermarks are:

- Robustness to common image processing operations – untargeted attacks
- Security – targeted attacks (application dependent)
- Perceptual invisibility
- Restrictions on computational complexity of embedding/extraction (application dependent)

Non-oblivious watermarking schemes must access the original image in order to extract the watermark. The original image is usually subtracted from the suspected image before a detection algorithm is applied. The original image can also be used for registering the suspected image if it has been cropped, rotated, scaled, or transformed in some more general manner (e.g., as in StirMark [Kuh1]). Obviously, the availability of the original image makes non-oblivious watermarking schemes much more robust than oblivious schemes, which extract watermarks without accessing the original image. Non-oblivious watermarking is at present the only option for reliable copyright protection. Currently, there is no computationally efficient oblivious scheme that would be able to reliably extract watermarks from images that underwent general non-linear geometric transformations, such as those introduced by a general-purpose watermark removing software StirMark. The quest for StirMark resistant oblivious watermarking scheme remains an active research topic. O’Ruanaidh et al. [Her1] have described an oblivious technique that uses a calibration pattern embedded into the amplitude of Fourier transform in log-polar coordinates. This enables them to register the suspected image after a combination of a shift, rotation, and change of scale. A second, spread-spectrum type of watermark embedded in the middle frequencies is used to carry a message of up to 100 bits or longer.

Most watermarking techniques can be roughly divided into two groups depending on whether the watermark is inserted by modulating the coefficients of some transform or directly the pixel values. In some techniques, the modulation is adjusted according to properties of the human visual system so that no perceptually visible distortions are introduced by the watermark. Transform-based techniques may use DCT, DFT, Hadamard transform, wavelets, or general, key-dependent transforms. The watermark pattern itself can have its energy mostly concentrated in low or high frequencies depending on the technique. Noise-like watermarks generated using spread spectrum methods in the spatial or frequency domains are statistically orthogonal to the original image, and can be extracted by performing a simple dot product with the watermarked image or a portion of its spectrum.

Low-frequency watermarks interfere with the image and it is thus necessary to have the original image for watermark extraction. On the other hand, the low-frequency character of the watermark does not increase the noise level of the image and increases the robustness with respect to image distortions that have low-pass character (filtering, nonlinear filtering such as median filter, lossy compression, adaptive Wiener filtering, etc.). Low-frequency watermarks also have fewer problems with synchronizing the watermark detector with the image and are less sensitive to small geometric distortions. On the other hand, oblivious schemes with low-frequency watermarks are more sensitive to modifications of the histogram, such as contrast/brightness adjustment, gamma correction, histogram equalization, and cropping.

Watermarks inserted mostly into middle and high frequencies are typically less robust to low-pass filtering and small geometric deformations of the image, but are extremely robust with respect to noise adding, nonlinear deformations of the gray scale, such as contrast/brightness adjustment, gamma correction, and histogram manipulations.

It is understandable that the advantages and disadvantages of low and middle-to-high frequency watermarks are complementary. It appears that by embedding both watermarks into one image, one could achieve extremely high robustness properties with respect to a large spectrum of image processing
operations. Indeed, inserting a high-frequency spread spectrum signal on top of an image previously
watermarked with a low-frequency watermark could lead to a scheme that enjoys the advantages of both
watermarks. There will be very little interference between both watermarks since they will be inserted into
two disjoint portions of the spectrum. However, it is not entirely clear how one would build an oblivious
technique with low-frequency watermarks.

4.4.1 Watermarking in the spatial domain vs. transform domain
Watermarking techniques can be divided into different categories based on their attributes. For example,
the watermark can be embedded directly in the spatial domain or in some transform space using common
transforms, such as FFT, DCT, wavelet transform, Hadamard transform, or general key-dependent
transform [Fri1]. In the first case, the watermark is embedded directly into pixels values, while in
transform-based schemes the image is transformed prior to watermark embedding and the watermark is
hidden in the coefficients representing the image. The watermarked image is obtained using an inverse
transformation.

4.4.2 Watermarking for color images
In case of color-based images, the watermark could be embedded in one or more selected color channels.
Some watermarking schemes use the blue channel only because human eye is least sensitive to the blue
component. One can also transform the color space from RGB to YUV or HLS, embed the information
into the luminance only, and transform the colors back to RGB.

4.4.3 Oblivious vs. non-oblivious watermarking
Watermarking schemes that need the original image for watermark extraction are called non-oblivious.
Typically, such schemes are more robust than oblivious schemes that do not need the original image for
watermark extraction. On the other hand, the application of non-oblivious schemes is severely limited by
the requirement of having the original image available.

The NEC scheme
The watermarking technique proposed by Cox et al. [Cox2] has quickly become one of the most cited
schemes. It does need the original image for watermark extraction (i.e., it is non-oblivious). First, a pseudo-
random Gaussian sequence \( N(0,1) \) with zero mean and unit variance is generated. For security reasons, the
pseudo-random number generator should be seeded with a concatenation of author’s ID and an image hash.
It can be shown that if the watermark does not depend on the original image or depends only in an
invertible manner, one could easily construct a false original and a false watermark and create an ownership
deadlock (see the IBM attack in Section 5). The watermark is embedded by modulating discrete cosine
coefficients with the largest magnitude. The logic behind this technique is to hide the watermark into the
most perceptive modes of the image (the largest magnitude DCTs) in order to achieve a high degree of
robustness with respect to lossy compression and most common image processing techniques.

In the version described by Cox et al. [Cox2], the highest energy 1000 frequency coefficients \( v_k \) are
modulated according to the formula

\[ v'_k = v_k (1 + \alpha \eta_k) \]

The watermarked image is obtained by applying the inverse DCT to the coefficients \( v'_k \). The parameter \( \alpha \)
is the watermark strength and can be adjusted to achieve a reasonable compromise between the robustness of
the watermark and its visibility. Large values of \( \alpha \) lead to more robust schemes but the watermark becomes
more visible because the DCT coefficients are modified by a larger amount. Cox et al. suggest the value \( \alpha = 0.1 \)
obtained empirically. In [Fri2], the author studied the visibility of the watermark using a model of the
human visual system. The model used was a simplified version of a linearized spatial masking model of
Girod [Gir1]. This model accurately describes the visibility of small changes in uniform areas and around
edges. It was found that the value of \( \alpha = 0.1 \) introduces artifacts that are fairly visible even to an
inexperienced observer. Over 15% of pixels exhibited visible changes after watermark insertion. A more
conservative value would be \( \alpha < 0.05 \).

Watermark detection is done by subtracting the original image from a suspected image, calculating the
DCT of the difference, and extracting the (possibly modified) watermark sequence. If no distortion of the
watermarked image is present, the DCT coefficients of the difference are \( \alpha v_k \eta_k \). Clearly, by dividing this
difference by $\alpha v_k$ (remember that the original image is known), one can calculate an estimate $\eta'_k$ of the original watermark. The extracted watermark is compared to the original watermark by calculating a similarity index
\[
\text{sim}(\eta, \eta') = \frac{\eta \cdot \eta'}{\sqrt{\eta^2 \cdot \eta'^2}}.
\]
As an alternative, a classical correlation between $\eta$ and $\eta'$ could also be used. Cox et al. [Cox2] report extremely good robustness with respect to all kind of image processing operations, including noise adding, filtering, lossy JPEG coding, dithering, printing/scanning, and dithering. If the image has been cropped, the missing portions are replaced using the original, unwatermarked image before the detection is carried out. The authors also test the robustness of the watermark by inserting multiple watermarks and testing for the presence of all of them. They also pay attention to the collusion attack in which multiple copies of one image with different watermarks are averaged in an attempt to remove the watermark. An exact mathematical analysis of this attack has been performed by Stone [Sto1].

**An improvement due to Podilchuk and Zeng**
The technique has been somewhat improved by Podilchuk and Zeng [Pod1] who utilized the properties of the human visual system into the scheme. They start by dividing the image into square blocks, and for each block $b$ and each DCT frequency bin $(r, s)$, they calculate the just noticeable difference $JND(b, r, s)$ by which the DCT coefficient of that frequency bin can be modified without causing visible changes. The JNDs are calculated using the frequency masking model described by Watson in [Wat1]. The model was originally designed to achieve higher compression ratios for lossy compression schemes. Podilchuk and Zeng propose to modify the DCTs using the following expression
\[
\begin{align*}
v_k' &= v_k + JND(b, r, s) \cdot \eta_k, \quad \text{if } v_k(b, r, s) > JND(b, r, s) \\
v_k' &= v_k, \quad \text{otherwise}
\end{align*}
\]
The sequence $\eta_k$ is Gaussian $\mathcal{N}(0,1)$. This implies that the modifications will be sometimes (in 35% of cases) larger than the calculated $JND$s. The authors, however, still report that their method did not introduce visible changes. The detection is done in exactly the same manner as in the original scheme [Cox2]. The authors report slightly better robustness results when compared to the original scheme.

**Perceptually invisible watermarking**
This scheme uses models of the human visual system to design provably invisible watermarks. The authors utilize spatial and frequency masking phenomena to guarantee watermark’s invisibility. An image is first divided into blocks of 8x8 pixels. Each block is DCT transformed and a frequency-masking model [Leg1] is used to calculate maximal allowable changes in each DCT frequency bin. The frequency masking phenomenon relates to the fact that one signal may mask the presence of another, weaker signal of similar frequency thus making it invisible. For example, sinusoidal grating of frequency $f$ and contrast $c$ will increase the detection threshold for sinusoidal gratings with frequencies close to $f$. The contrast $c$ of a sinusoidal grating
\[
U(x, y) = U + Ap(x \cos \theta - y \sin \theta)
\]
is defined as $c = A/U$. The contrast sensitivity $H(f)$ is the reciprocal value of the contrast. It can be captured as a function of the grating frequency $f = (f_x, f_y)$ [in cycles per degree] by a Modulation Transfer Function (MTF) (normalized)
\[
c_\theta(f) = H(f) = (0.31 + 0.69 f) e^{-0.29 f }, \quad f = \sqrt{f_x^2 + f_y^2}.
\]
The contrast threshold at frequency $f$ as a function of $f$, the masking frequency $f_m$ and the masking contrast $c_m$ is expressed as
\[
c(f, f_m) = c_\theta(f) \max\{1, |f(f f_m) c_m|^\beta \},
\]
where $c_\theta(f)$ is the detection threshold at frequency $f$. To find the detection threshold $c(f)$ at frequency $f$ due to masking from neighboring frequencies $f_m$ we sum the contributions using a Minkowski norm with parameter $\beta = 4$. 
The summation is carried over all 9 neighboring frequencies in the DCT matrix. Frequency masking can be used to calculate the maximal allowable change \( M_{ij} \) for each DCT coefficient \((i,j)\). An author’s ID is concatenated with image digest and fed as a seed into a cryptographically strong PRNG generating numbers uniformly distributed in \([-1,1]\). The obtained pseudo-noise sequence is then divided into 8×8 blocks and multiplied by the mask \( M_{ij} \) for each block. The result is added to the matrix of DCT coefficients and each block is further transformed using an inverse DCT. Since the frequency-masking model is based on idealized assumptions of two sinusoidal gratings on a uniform background, its accuracy for real images may not be sufficient. To guarantee perceptual invisibility of the changes, the linearized spatial masking model of Girod [Gir1] is used to provide feedback whether or not the changes are visible. If they are, the masking values \( M_{ij} \) are multiplied by a factor less than one and the process is repeated till no visible changes are produced.

The security of the scheme is in the secret author’s ID that is used to produce the pseudo-noise sequence that is modulated by the mask \( M_{ij} \). The detection proceeds by regenerating the pseudo-noise sequence and the masking matrices \( M_{ij} \) from the original image. One then evaluates the pseudo-noise sequence and correlates it with the original sequence \( S \). Detection of the watermark is achieved via hypotheses testing

\[
H_0: X = R - S = N \quad \text{(No watermark)}
\]

\[
H_1: X = R - S = W' + N \quad \text{(Watermark)}
\]

where \( R \) is the potentially pirated signal, \( W' \) is the potentially modified watermark, and \( N \) is noise. The scheme is remarkably robust with respect to all kinds of image processing distortions. The authors report that the watermark could be extracted from images degraded by simultaneous noise adding, lossy JPEG compression (10% quality) and cropping to 15% of the whole image.

Oblivious watermarking schemes almost always utilize some form of spread spectrum approach because such watermarks are typically orthogonal to the original image.

### Watermark embedding in wavelet space

Kundur and Hatzinakos [Kun1,Kun2] embed message bits into disjoint triplets of wavelet coefficients chosen from the same resolution level. The choice of the triplets is based on a pseudo-random number generator initialized with a secret key. The middle coefficient is adjusted so that its relative position with respect to the other two coefficients falls into intervals of length \((c_{\text{max}} - c_{\text{min}})/(2^Q - 1)\), where \( c_{\text{max}} \) and \( c_{\text{min}} \) are the largest and the smallest wavelet coefficients from each triplet, and \( Q \) is a fixed integer. The number \( Q \) can be adjusted to obtain a good trade-off between robustness and watermark visibility.

### Watermark embedding in general key-dependent spaces

Schemes that embed watermarks into the projections onto smooth orthogonal basis functions such as, discrete cosines, are typically very robust and less sensitive to synchronization errors due to skipping of rows of pixels, and/or permuting of nearby pixels than techniques that embed watermarks using pseudo-noise patterns. However, if the watermark pattern is spanned by a relatively small number of publicly known functions, it may be possible to remove the watermark or disrupt it beyond reliable detection if a portion of the watermark pattern can be guessed or is known\(^1\), or when the embedding key becomes partially available. The plausibility of such an attack is demonstrated in [Fri1]. This observation suggests that techniques based on general, key-dependent orthogonal basis functions may provide more security than techniques based on publicly known bases, such as discrete cosines.

It is not necessary to generate a complete set of orthogonal basis functions since only a relatively small number of them are needed to span a watermark pattern. One can calculate projections\(^2\) of the original image onto a set of \( J \) orthogonal functions, and modify the projections so that some secret information is

\[
c(f) = \left[ \sum_{m} c(f, \omega_{m}) \beta \right]^{1/\beta}.
\]

\(^1\) This can happen in a collage consisting of several images.

\(^2\) The dot product of two images \( A_{ij} \) and \( B_{ij} \) is defined as \( \langle A, B \rangle = \sum_{i=1}^{M} \sum_{j=1}^{N} A_{ij} B_{ij} \)
encoded. Let us denote such functions \( f_i, i = 1, \ldots, J \). Assuming that the functions are orthogonal to each other, the system of \( J \) functions can be completed by \( MN-J \) functions \( g_i \) to a complete orthogonal system. The original image \( I \) can then be written as

\[
I = \sum_{i=1}^{J} c_i f_i + g, \quad c_i = \langle f_i, I \rangle,
\]

where \( g \) is a linear combination of functions \( g_i \) that are orthogonal to \( f_i \). The watermarking process is realized by modifying the coefficients \( c_i \). Furthermore, the watermarked image \( I_w \) can be expressed as

\[
I_w = \sum_{i=1}^{J} c'_i f_i + g, \quad c'_i = \langle f_i, I_w \rangle = (1 + \alpha w_i) c_i,
\]

where \( c'_i \) are the modified coefficients, \( \alpha \) determines watermark’s strength and visibility, and \( w_i \) is a watermark sequence. Given a modified watermarked image \( I_m \),

\[
I_m = \sum_{i=1}^{J} c''_i f_i + g', \quad c''_i = \langle f_i, I_m \rangle,
\]

we can calculate the modified coefficients by evaluating the projections of \( I_m \) onto the functions \( f_i \). A cross-correlation \( \text{corr} \) of the differences \( c''-c \) with \( c'-c \),

\[
\text{corr} = \frac{(c''-c)(c'-c)}{\|c''-c\|\|c'-c\|},
\]

is compared to a threshold to decide about the presence of a watermark.

**Direct spread spectrum in the spatial domain**

All pixels in the image are divided into three disjoint sets \( A, B, \) and \( C \) with cardinalities \( |A| = |B| \). The sets are generated from a pseudo-random number generator seeded with secret key. The gray levels of pixels in set \( A \) are increased by \( k \) gray levels and pixels in set \( B \) are decreased by \( k \). The pixels in set \( C \) remain unchanged. The average DC term of the image is unchanged because the cardinalities of sets \( A \) and \( B \) are equal. The detection is based on the fact that the average gray level over two randomly chosen sets \( A' \) and \( B' \) are approximately equal

\[
\bar{a} = \sum_{i \in A'} g_{ij} = \sum_{i \in B'} g_{ij},
\]

while the averages will be well separated (by \( k \)) if \( A' = A \) and \( B' = B \). Pitas [Pit1] defines a test statistics \( q \) as

\[
q = \frac{\bar{w}}{\sigma_w}
\]

where \( \bar{w} = \bar{a} - \bar{b} \) is the difference between mean values of pixels in \( A \) and \( B \). The presence of a watermark is determined by hypotheses testing:

\[
H_0: \text{There is no watermark in the image (} \bar{w} = 0 \)
\]

\[
H_1: \text{There is a watermark in the image (} \bar{w} = k \)
\]

Possible improvements of this technique include taking into account the human visual system. For example, the Weber’s law says that the sensitivity of the human eyes to small changes in gray is inversely proportional to the gray level. Therefore, it would make sense to choose \( k \) adaptively so that the quantity \( k/g_{ij} \) stays below certain threshold. Another possibility would be to use the spatial masking by Girod [Gir1] and modulate \( k \) according to the spatial sensitivity mask. The masking model can give us the maximal error for each pixel in the image.

Many different watermarks can coexist in one image. This is due to the fact that the superimposed signal is essentially random and random signals will generally have little interference. The watermark has most of its energy concentrated in the high frequencies. It will be robust to nonlinear transformations of the gray scale (gamma correction, contrast/brightness adjustment, and histogram equalization) but it will not be too robust with respect to operations that have low-pass character and to lossy compression.
Patchwork
Bender, Gruhl, and Morimoto introduce a technique called patchwork. Pairs of pixels $A$ and $B$ with gray levels $a$ and $b$ are randomly chosen in the image. The expected value of the difference $A - B$ is zero. Repeating this procedure $n$ times, we can form the quantity $S$

$$S = \sum_{i=1}^{n} (a_i - b_i)$$

The expected value of this sum is zero with variance $\sigma^2 = 10922.5 \times n$ (for 256 gray levels). Using statistics, it is possible to estimate the probability that the value of $S$ will exceed certain threshold. The watermarking algorithm starts with a secret key used to seed a PRNG. The sequence of pseudo-random numbers is used to randomly select $n$ pixel pairs. For each pair, the gray level of one the first pixel is increased by one, while the value of the second pixel is decreased by one. To prove that an image is watermarked with a specific secret key, one generates the sequence of pseudo-random numbers and evaluates the sum $S$. Again, hypotheses testing can be used to confirm the presence of a watermark on a certain confidence level. The method can be improved by adjusting patches of pixels rather than single pixels. This will have the effect of shifting the energy of the watermark towards low frequencies thus making it more robust to JPEG compression and low-pass filtering. As with most spread spectrum methods, the watermark is very robust to nonlinear transformations of the gray scale.

Frequency-based spread spectrum
This method embeds a spread spectrum signal into the Fourier (Cosine) coefficients of an image rather than directly into the image pixels. Frequency-based spread spectrum methods appear to be more robust than their spatial counterparts. This is especially true for low-pass filtering and JPEG compression. A nice feature of spread spectrum methods is that they easily accommodate insertion of more than one bit. An elegant method for coding multiple bits into a spread spectrum signal has been described by Ó Ruanaidh [Rua1] (a similar technique was proposed by Piva [Piv1]). The watermark is inserted by adding a noise-like signal to the middle frequencies of its DCT. The DCT coefficients are converted to a vector and the middle 30% ($N_m$ frequencies) is chosen for marking. The information carried by the watermark consists of $M$ symbols and each symbol $s_i$ is represented using $r$ bits, $1 \leq s_i \leq 2^r$. For each $i$, a sequence $\xi^{(i)}$ of pseudo-random numbers of length $N_m + 2^r$ uniformly distributed in [0,1] is generated. Symbol $s_i$ is represented using the segment $\eta^{(i)} = \xi^{(i)}_{\left[1, N_m\right]}$. The message of $M$ symbols proceeds by first transforming the image using a DCT and extracting the middle $N_m$ DCT coefficients. The secret key is used to generate $M$ pseudo-random sequences of length $N_m + 2^r$ needed for coding the message symbols. For each sequence, all $2^r$ segments of length $N_m$ are correlated with the middle $N_m$ DCT coefficients. The largest value of the correlation determines the encoded symbol.

The detection of the message consisting of $M$ symbols proceeds by first transforming the image using a DCT and extracting the middle $N_m$ DCT coefficients. The secret key is used to generate $M$ pseudo-random sequences of length $N_m + 2^r$ needed for coding the message symbols. The seed for the PRNG serves as the secret key. The expected value of this sum is zero with variance $\sigma^2 = 10922.5 \times n$ (for 256 gray levels). Using statistics, it is possible to estimate the probability that the value of $S$ will exceed certain threshold. The watermarking algorithm starts with a secret key used to seed a PRNG. The sequence of pseudo-random numbers is used to randomly select $n$ pixel pairs. For each pair, the gray level of one the first pixel is increased by one, while the value of the second pixel is decreased by one. To prove that an image is watermarked with a specific secret key, one generates the sequence of pseudo-random numbers and evaluates the sum $S$. Again, hypotheses testing can be used to confirm the presence of a watermark on a certain confidence level. The method can be improved by adjusting patches of pixels rather than single pixels. This will have the effect of shifting the energy of the watermark towards low frequencies thus making it more robust to JPEG compression and low-pass filtering. As with most spread spectrum methods, the watermark is very robust to nonlinear transformations of the gray scale.

The detection of the message consisting of $M$ symbols proceeds by first transforming the image using a DCT and extracting the middle $N_m$ DCT coefficients. The secret key is used to generate $M$ pseudo-random sequences of length $N_m + 2^r$ needed for coding the message symbols. For each sequence, all $2^r$ segments of length $N_m$ are correlated with the middle $N_m$ DCT coefficients. The largest value of the correlation determines the encoded symbol.

This watermarking scheme exhibits very impressive robustness properties with respect to many image processing operations. Brightness/contrast adjustment, gamma correction, histogram operations, dithering, sharpening, noise adding, and high-pass filters leave the watermark almost untouched. The watermark is also fairly robust to lossy JPEG compression. Depending on the watermark strength, the message can
supposedly be extracted untouched after JPEG compression with 15% quality. Low pass filtering, mosaic filter, and median rapidly deteriorate the watermark especially when applied iteratively several times.

**Scale, rotation, shift invariant watermarking**

Ó Ruanaidh et al. [Her1] describe a variation of this technique to make the watermark robust against arbitrary combination of rotation, shift, and change of scale. The idea is to use Fourier transform in log-polar coordinates. It is possible to show that scaling and rotation are transformed to shifts in the new coordinate system.

1. Divide the image into adjacent blocks of 128×128 pixels.
2. Take logarithm of the gray levels (the logarithm corresponds to the logarithmic sensitivity of the human eye described by the Weber’s law).
3. Compute the FFT for each block, obtain the magnitude and phase.
4. Modulate the magnitude of the middle band of frequencies by adding a spread-spectrum signal in a similar way as in the previous method.
5. Add a template to the same band by a second modulation.
   a) Apply log-polar map to the magnitude components
   b) Select a set of magnitude components that will be modulated (guiding principle: the pattern formed by the modulated components should have as small autocorrelation as possible)
   c) Map the pattern back from log-polar space into the frequency space
6. Compute inverse FFT using the modulated magnitude components.
7. Apply exponential function to the image (inverse of the Weber’s logarithm)

The detection of the watermark starts with the same steps 1.–3. and then the magnitude components are transformed using log-polar map. In the log-polar space a two-dimensional search is performed to find the scaling and rotation parameters. This could be done by computing simple cross-correlation and locating a peak. Using the found scaling and rotation parameters, the image is then transformed back and the detection algorithm is applied to the middle band of Fourier magnitudes in a similar manner as in the previous method. At present, this technique can survive the widest spectrum of geometrical transformations.

**Efficient and robust method for adding captions, audio, and video to videos, and images**

This method provides a very high capacity with medium robustness. The high information capacity makes it useful for embedding video-in-video or sound without increasing the bandwidth or requiring two separate information streams.

In the beginning, a secret key is specified, which is used to generate author’s signature \( S \) – a pseudo-random sequence of \( M \times N \) numbers in the interval \([0,1]\). Each \( M \times N \) video-frame is divided into blocks of 8×8 pixels. Each block \( B \) is transformed using a DCT together with author’s signature \( S \). The transformed signature is normalized so that its maximal values are within the unit interval. The DCT transform of \( B \) is analyzed using a frequency-masking model [Leg1]. Maximal allowable changes of all 64 DCT coefficients are calculated. Let \( T \) denote the minimum of those allowable changes. The transformed block is projected onto a random direction that is obtained as a DCT transform of the normalized signature \( S \). The projection value \( p \) is modified to \( p' \) by quantizing with \( T \) and adjusted by \( \pm T/4 \) to encode a 1 or −1, respectively. The new, modified DCT block \( D' \) is calculated as

\[
D' = D + (p' - p)\text{Dct}(S).
\]

Since \(|\text{Dct}(S)|<1\), the changes to \( D \) are at most \( 3/4T \) (1/2 for truncating and \( 1/4 \) for adjustment). The watermarked block is obtained simply by applying inverse DCT to \( D' \). This technique can survive common video distortions, such as high MPEG and noise adding. It is also reasonably fast and secure. Techniques similar to this one will undoubtedly find more applications, such as in tamper detection in digital images.
4.5 Image integrity protection (fraud detection)

**Typical use:** An imaging device, such as a digital camera, digital video-camera, or a scanner marks an image with a unique, robust, secure watermark before it is saved on a flash card, DAT tape, small mechanical hard drive or sent to output to another device such as computer, video capture board, etc. Embedding watermarks into digital images with the intent to detect the place and extent of image modifications will play an important role in detecting digital frauds, and it can be used to establish a chain of custody in the court of law. Digital images cannot be currently used in the court of law as proofs because of the ease of making digital forgeries and the impossibility to detect image manipulation. The advantage of using digital watermarks is clear: the watermarks are independent of the image format, do not increase the bandwidth (as opposed to adding a header), and cannot be removed to prevent the proof of forgery.

**Requirements:** Robust, secure, transparent watermark with a detector that does not need the original image.

**Solution:** The image is divided into blocks, and each block is watermarked with a different watermark. The watermarks depend on a secret, camera-specific key and on the original image. The secret key is embedded in a tamperproof box inside the camera. To prove authenticity of an image, the manufacturer provides the key, and the image integrity is checked by testing the presence of a watermark inside each block. If some blocks exhibit correlation values below a certain threshold, we have evidence that the image has been tampered with – a portion of the image has probably been replaced, or some features have been added or removed. If the correlation is decreased by approximately the same amount in each block but stays above threshold, the image was probably modified using a filter. It may be possible to estimate the filter type (kernel size and kernel values) by comparing the differences in watermark correlations from different blocks.

Powerful publicly available image processing software packages such as Adobe PhotoShop or PaintShop Pro make digital forgeries a reality. Feathered cropping enables replacing or adding features without causing detectable edges. It is also possible to carefully cut out portions of several images and combine them together while leaving barely detectable traces. Techniques such as careful analysis of the noise component of different image segments, comparing histograms of disjoint image blocks, or searching for discontinuities could probably reveal some cases of tampering, but a capable attacker with enough expertise can always avoid such traps and come up with an almost perfect forgery given enough time and resources. This is one of the reasons why digital imagery is not acceptable as evidence in establishing the chain of custody in the court of law. There are other instances, of mostly military character where image integrity is of paramount importance.

Digital images typically contain a lot of redundant information due to large spatial correlations. It is possible to introduce a large MSR error but still be able to identify important features in the image. A good method for detection of tampering should be able to distinguish small, unimportant changes due to common image processing operations from malicious changes, such as erasing features, adding new features, etc. The newly emerged field of information hiding provides new, versatile, and powerful tools for detection of tampering in digital images.

Digital watermarking can be used as a means for efficient tamper detection in the following way. One could mark small blocks of an image with watermarks that depend on a secret ID of that particular digital camera and later check the presence of those watermarks. The “fragility” of the watermark against various image distortions determines our ability to measure the extent of tampering.

**4.5.1 Embedding check-sums in LSB**

One of the first techniques used for detection of image tampering was based on inserting check-sums into the least significant bit (LSB) of image data. Images taken using CCD elements or scanned on a scanner always contain a noise component. Hiding check-sum bits in the LSB will not produce visible changes. Walton [Wal1] proposes a technique that uses a key-dependent pseudo-random walk on the image. The check-sum is obtained by summing the numbers determined by the 7 most significant bits and taking remainder operation with a large integer \( N \). The probability that two groups of pixels will have the same check-sum is \( 1/N \). The check-sum is inserted in a binary form in the LSB of selected pixels. This could be
repeated for many disjoint random walks or for one random walk that goes through all pixels. To prevent tampering based on exchanging groups of pixels with the same check-sum, the check-sum can be made “walk-dependent”. The method is very fast and on average modifies only half of the pixels by one gray level. Although check-sums can provide a very high probability of tamper detection, they cannot distinguish between an innocent adjustment of brightness and replacing a person’s face. Increasing the gray scales of all pixels by one would indicate a large extent of tampering, even though the image content has been unchanged for all practical purposes.

4.5.2 Embedding m-sequences
Van Schyndel et al. [Sch1] modify the LSB of pixels by adding extended m-sequences to rows of pixels. The sequences are generated with a linear feedback shift register with \( n \)-stages with periods as high as \( 2^n \). M-sequences have known desirable autocorrelation and randomness properties. For an \( N \times N \) image, a sequence of length \( N \) is randomly shifted and added to the image rows. The phase of the sequence carries the watermark information. A simple cross-correlation is used to test for the presence of the watermark. This technique is robust to small amount of noise and can accommodate more than one watermark because different segments of m-sequences are uncorrelated. The watermark can, however, be easily removed or replaced by manipulating the LSB. In addition to that, the method does not have good localization properties. Wolfgang and Delp [Wol1] extended van Schyndel’s work and improved the localization properties and robustness. They use bipolar m-sequences of \( -1 \)'s and \( 1 \)'s arranged into 8×8 blocks and add them to corresponding image blocks. Their technique is moderately robust with respect to linear and nonlinear filtering and small noise adding. Since the watermark is inserted in the last two LSBs, again, it can be easily removed.

4.5.3 Distortion measure based on perceptual watermarking
Zhu et al. [Zhu1] propose two techniques based on spatial and frequency masking. Their watermark is guaranteed to be perceptually invisible, yet it can detect errors up to one half of the maximal allowable change in each pixel or frequency bin depending on whether spatial [Gir1] or frequency [Leg1] masking is used. The image is divided into blocks and in each block a secret random signature (a pseudo-random sequence uniformly distributed in \([0,1]\)) is multiplied by the masking values of that block. The resulting signal depends on the image block and is added to the original block. The changes are thus always less than or equal to the maximal allowable change and do not introduce visible artifacts. Errors smaller than one half of the maximal allowable change are readily detected by this scheme. The error estimates are fairly accurate for small distortions. It is unclear, however, if this technique would provide any useful information for images that have been distorted by more than a perceptually invisible amount. Even though the image has been visibly distorted, we might want to argue that the image content is essentially the same and no large malicious changes occurred. This could be done using a robust watermarking scheme applied to larger blocks. The watermark in this method [Zhu1] depends on the image in a weak manner. The secret signature does not depend on the image – it is modulated by the masking values of each block. But those masking values are available to anybody to compute. Marking a large number of images with one secret key would be obviously insecure. Such a technique would not be suitable for marking images in digital cameras.

4.5.4 Block-watermarking technique
This technique [Fri3, Fri4] embeds a robust watermark into larger blocks (i.e., 64×64 pixels). To prevent unauthorized removal or intentional distortion, the watermark depends on a secret key \( S \) (camera’s ID), block number \( B \), and on the content of the block. The content of each block is represented with \( M \) bits extracted from the block by projecting it on a set of random, smooth patterns and thresholding the result. This extraction process gives similar \( M \)-tuples for similar blocks enabling thus a successful synthesis of the spread spectrum signal from the watermarked / tampered image. The spread spectrum signal for each block is generated by adding \( M \) pseudo-random sequences uniformly distributed in \([-1,1]\). Each sequence depends on the secret key, block number, and the bit extracted from the block. If \( k \) out of \( M \) bits are extracted incorrectly due to image distortion, the spread spectrum signal will still have large correlation with the image as long as \( k \ll M \).
The spread spectrum signal is rescaled, made DC-free, and added to the middle third of DCT coefficients for each block. The detection proceeds by blocks by recovering $M$ bits from each block, generating the spread spectrum signal, and correlating it with the middle third of DCT coefficients of that block.

If watermarks are present in all blocks with high probability, one can be fairly confident that the image has not been tampered with in any significant manner (such as adding or removing features). If the watermark correlation is lower uniformly over all image blocks, one can deduce that some image processing operation was most likely applied. Based on the image content and the watermark strength in each block one can further attempt to classify which image operation was applied (e.g., low-pass filter, high-pass filter, gamma correction, noise adding, etc.). If one or more blocks show very low evidence for watermark presence while other blocks exhibit values well above the threshold, one can estimate the probability of tampering and, hopefully, with a high probability decide whether or not the image has been tampered with.

4.6 Copy control in DVD

Typical use: A commercially distributed movie will carry a robust, transparent watermark that will specify whether or not the movie can be copied. A DVD player able to access the watermark would then refuse to copy the disk to another disk.

Requirements: Robust, transparent, secure watermark embedded in the frames. The original frames are of course unavailable for extraction of the watermark. It is also necessary to have a secure black-box public detector without a secret key built-in a tamper-proof black box in hardware.

4.7 Intelligent browsers, automatic copyright information

Typical use: After an image is downloaded but before it is displayed by a browser, it is checked for presence of watermarks. If certain watermarks are present, the image is not displayed and is automatically erased from computer memory. The screening could be adjusted according to the user that is logged on to the computer. Another application is display of copyright information with every image rendered by browsers, image manipulating software, such as PhotoShop or PaintShop, etc.

Requirements: The most stringent requirements: robustness, invisibility, secure public detector implemented in software. Currently, it is not clear if a secure public watermark detector implemented in software can exist at all.

5. ATTACKS ON WATERMARKS

5.1 The IBM attack.

It is probably best explained on an invertible non-oblivious scheme. Let us assume that Alice watermarks her image $I_A$ by adding her watermark $W_A$ to it: $I_A = I + W_A$. Bob generates his watermark $W_B$ using his key and creates a fake original $I' = I_A - W_B$. Since $I_A = I + W_A = I' + W_B$ and since the watermarking method must be robust with respect to small changes, Bob can argue that Alice’s original $I$ contains his watermark $W_B$ if he uses his forged original $I'$ for the detection. Of course, Alice can claim that her watermark is contained in Bob’s original if she uses her $I$ as the original image. This creates a deadlock and one cannot unambiguously decide who owns the image. This attack can be thwarted by making the watermark $W$ depend on the original image in a non-invertible manner. In order to forge an original and a watermark, an attacker would have to solve the equation $I_A = I' + W(I')$ for $I'$, which may be computationally very difficult if $W$ for example depends on image hash. Care needs to be taken, however, how the image hash is applied. In some circumstances, if multiple watermarked copies are available, an attack can still be mounted [Cra2]. Craver has also shown that oblivious schemes, such as the direct spread spectrum technique by Pitas are also vulnerable to this attack. If the seed used to divide the image into three sets $A$, $B$, and $C$ does not depend on the image, one could carefully exchange the pixels from arbitrarily chosen
sets $A'$, $B'$, and $C'$ to forge a watermark inside any image. Of course, if the seed depends on the image in a
non-invertible manner, this attack will not be possible.

The collusion attack becomes relevant whenever one image is watermarked with different watermarks and
those copies are distributed. For example, fingerprinting movies with the intention to identify the customer
requires marking the frames with a different watermark that is unique to the customer. If many customers
average together the frames from their movies, the watermarks will cancel out and a non-watermarked copy
could be obtained. This is called the collusion attack. In some situations, the collusion attack is not relevant
simply because only one watermarked copy of a digital image will be ever made and distributed. But for
fingerprinting and traitor tracing, the collusion attack needs to be taken into account.

5.2 StirMark

This powerful attack has been designed by a research group (R. Andersson, F. Petitcolas, and M. Kuhn) at
University of Cambridge. The attack simulates image distortions that commonly occur when a picture is
printed, photocopied, and rescanned. The image is slightly stretched and compressed by random amounts, a
small amount of noise is added to simulate quantization errors of A/D and D/A conversion. The strongest
part of this attack is the small geometrical change. They cause loss of synchronization between watermark
detector and the image. For low-frequency watermarks, small geometrical deformations can cause large
differences in DCT coefficients. StirMark does not pose any threat to non-oblivious watermarking because
the original image can be used for registration of the watermarked/attacked image. Oblivious watermarking
methods, however, may be seriously disturbed by this attack. Currently, there is no oblivious watermarking
scheme that would be able to withstand the StirMark attack.

5.3 The mosaic attack

This attack was motivated by an automatic system for copyright piracy detection – a special program (a
crawler) that will search through the Internet, download pictures, and look for illegal copies of images
watermarked with a certain watermark. The idea behind the mosaic attack is to simply break an image into
small portions and correctly assemble them on a web page so that a complete image without spaces is
obtained. This is easily done because most browsers can paste images without any spaces in between them.
Because images with dimensions smaller than a certain limit cannot be reliably watermarked, the crawler
would not detect the watermark in any mosaic piece. Another possibility is to "wrap" images into Java
applets, Active X objects so that they would not be recognized as images to the crawler. The applet can
even descramble the image in real time.

This attack can only be overcome by a system that would render the complete web page on a computer
screen, detect the images, and search for watermarks in them.

5.4 The histogram attack

This attack applies mostly to fix-depth watermarks that are applied to images with some singularities in the
histogram. The histograms of some images after scanning exhibit regularly distributed peaks. If such an
image is watermarked with a fixed depth watermark [Pit1,Ben1], the peaks will essentially double and one
can correctly estimate a large portion of the watermark pattern by simply counting the number of pixels
occupying neighboring gray level bins. The attack can be easily thwarted if images are preprocessed before
watermarking to get rid of the histogram peaks. Details of this attack can be found in [Mae1].

5.5 Attack based on partial knowledge of the watermark

It is important that a partial knowledge of the watermark should not enable a pirate to remove the entire
watermark or disturb it beyond reliable detection. It might indeed be possible in certain cases to reconstruct
the watermark pattern based on the assumption that the watermark becomes partially known. This
assumption is not that unreasonable as it may seem at first. For example, one can make a guess that certain
portion of the original image had pixels of uniform brightness or of a uniform gradient, or an attacker may
be able to foist a piece of his image into a collage created by somebody else. If this is the case, then the
knowledge of a portion of the watermark pattern may give us additional constraints to disturb or eliminate the whole watermark. This is especially relevant for watermark patterns spanned by publicly known functions. In [Fri1] an attack is described that can be applied to any non-adaptive robust watermarking technique, invertible or not, if some portion of the original unwatermarked image is known or can be guessed, and if the watermark is mostly spanned by some small number of Fourier modes. The attack attempts to find the coefficients of the lowest frequency DCT coefficients based on the “known” pixel values. A set of linear equations completed with a stabilizing functional makes the inversion possible.

6. OPEN PROBLEMS AND CHALLENGES

6.1 Oblivious secure watermarking

State of the art: Reasonable robustness with respect to changes in the gray levels due to filtering, lossy compression, and due to simple geometric transformations, such as shift, scaling, rotation, and cropping. If general nonlinear geometric transformations, such as StirMark, is applied, the synchronization of the watermark detector becomes a very hard problem. Watermark detection is then equivalent to a search in a 6-dimensional space, which is a very computationally intensive task.

Needs to be solved: A robust watermark with a computationally efficient detector that can extract watermarks from images that underwent general geometric distortions.

Possible approaches: Content Locked Coordinate Systems (CLCS) being investigated at Phillips Research Labs.

Abandon all pixel-based or coefficient-based techniques and use feature-based techniques. For example, one could embed information into edge profiles or into mutual relationship among edges. If an image does not have well defined edges, the contrast or color depth of the image would be adjusted so that features can be defined.

Embedding marks into images and use the marks to learn about the deformation the image underwent. Possible problem: The watermarking strength will only be as good as the marks. Also, one would have to search for the marks, which may still be computationally expensive.

6.2 Watermarking schemes with a secure public black-box watermark detector

State of the art: Virtually all watermark detectors are thresholded correlators. This makes them vulnerable to a variety of general attacks. By feeding the black box with a sequence of images, one first determines a critical image for which a small change to the image flips the watermark detector (the critical image may not be close to the watermarked image). The black box is then implemented in software and a search for the secret key is performed. This can be done in a statistical manner or by solving an overdetermined system of equations.

It is hypothesized that nonlinear detectors that are not based on thresholded correlations will not be vulnerable to this type of attack. Probabilistic thresholds somehow alleviate the problem.

Needs to be solved: Clarify which properties of the watermark detector are important. Is it nonlinearity, discreteness, or non-invertibility? Design a robust watermarking technique and a secure black-box detector. Clarify the relationship between neural nets and public watermark detectors. Another question is whether or not it is possible to find a general procedure for design secure public black-box detectors for a large class of watermarking schemes.

Possible approaches: Key-dependent basis, embedding a pattern into the projections onto the basis functions.
6.3 Watermarking schemes with a secure public watermark detector

State of the art: This is an extremely difficult problem. To the best of my knowledge, no schemes have ever been described in the scientific literature, and no proofs of impossibility have been given. Most likely, cryptographic tools developed for public-key systems must be used.

Needs to be done: Clarify if schemes with such detectors are possible in principle. Design a robust scheme with secure public detector.

Possible approaches: Use one-way trapdoor functions to hide the key or the values of some quantities derived from the image. One could for example hide a key as a large prime masked (multiplied) by another large prime and give the product to public. Of course, there is long way from this simple idea to something practical.
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APPENDIX

Discrete Cosine Transformation

\[ D(i, j) = \frac{2}{\sqrt{M \times N}} \sum_{r=1}^{M} \sum_{s=1}^{N} w_1(r)w_2(s)I(r, s)\cos\frac{\pi}{2\times M} r(2i + 1)\cos\frac{\pi}{2\times N} s(2j + 1), \]

where

\[ w_1(r) = \frac{1}{\sqrt{2}} \text{ when } r = 0 \text{ and } w_1(r) = 1 \text{ otherwise} \]
\[ w_2(s) = \frac{1}{\sqrt{2}} \text{ when } s = 0 \text{ and } w_2(s) = 1 \text{ otherwise} \]

the size of the image is \( M \times N \)

\( I(r, s) \) denotes the image matrix of gray values, and \( D(r, s) \) denotes the DCT matrix of coefficients.

Inverse Discrete Cosine Transformation

\[ I(i, j) = \frac{2}{\sqrt{M \times N}} \sum_{r=1}^{M} \sum_{s=1}^{N} w_1(r)w_2(s)D(r, s)\cos\frac{\pi}{2\times M} r(2i + 1)\cos\frac{\pi}{2\times N} s(2j + 1), \]